
HD-Wol-GE 

Authors: Thomas Wollmann, Karl Rohr 

Email: thomas.wollmann@bioquant.uni-heidelberg.de 

Platform: Linux 

Prerequisites: Python 

 

HD-Wol-GE: SUMMARY 

Our method for cell segmentation combines a convolutional neural network (CNN) and a recurrent 

neural network (RNN). Features are extracted at multiple scales using a neural network based on a 

Deconvolution Network [1] with Densely Connected layers [2]. The extracted features are combined 

iteratively using an RNN. We used LReLU [3] as activation function and instace normalization [4]. 

 

HD-Wol-GE: PREPROCESSING 

We pre-process the images with Contrast Limited Adaptive Histogram Equalization (CLAHE) [5] and 

convert them to 8-bit. 

 

HD-Wol-GE: SEGMENTATION 

In the first stage, we pre-trained our network on all annotated images of the challenge. The AdamW [6] 

optimizer was used (learning rate: 0.001; weight decay: 0.0001; 1: 0.9; and 2: 0.999) with cross-

validation (90% training, 10% validation) and early stopping. In the second stage, we fine-tuned the 

network for 25 epochs on the manually annotated images of each training dataset. We used random 

cropping (256256 patches), flipping, and rotation for data augmentation. Only patches that include 

objects with available ground truth were considered. Segmentation is performed independently for each 

time step of the videos. For 3D videos, the network is applied slice-wise.  

 

HD-Wol-GE: POST-PROCESSING 

Objects with a too large or too small major axis are discarded, and holes in the segmentation masks are 

closed using morphological operators. For 3D images, objects spanning less than five slices are discarded. 

The provided field of views and ground truth trajectories are used to filter the segmentation masks. The 

thresholds for the major axis were determined from the training datasets. The upper threshold is set to 

125% of the maximum in the training datasets. The lower threshold is set to 0.25% of the mean in the 

training datasets.  
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